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Abstract
In this paper, We study reproducing kernels, and associated reproducing kernel Hilbert spaces over in-

finite, discrete and countable sets V. By using composition operators defined an injective homomorphisms
on infinite weighted graphs from a viewpoint of reproducing kernel Hilbert space theory. Also, we study
the main notions and tools we shall need for our graph analysis; this includes the theory of weighted
networks, reproducing kernel and graph Laplacians.
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1 Introduction

The concept of a graph is one of the most fundamental mathematical concepts ever conceived. Graph
has found many applications in engineering and science, such as chemical, civil, electrical and mechani-
cal engineering, architecture, management and control, communication, operational research, sparse matrix
technology, combinatorial optimisation, and computer science [7, 10]. In mathematics, graphs are unavoid-
able as they appear (implicitly) whenever there is a relation between objects. In particular, they play a
most prominent role in various combinatorial questions. At the same time, graphs often come about via
approximation schemes when dealing with a continuous setting.
Within computer science, cybernetics uses graphs to represent networks of communication, data organiza-
tion, computational devices, the flow of computation, etc. For instance, the link structure of a website can
be represented by a directed graph, in which the vertices represent web pages and directed edges represent
links from one page to another. A similar approach can be taken to problems in social media,[6] travel,
biology, computer chip design, mapping the progression of neuro-degenerative diseases,[12, 13] and many
other fields. The development of algorithms to handle graphs is therefore of major interest in computer
science. The transformation of graphs is often formalized and represented by graph rewrite systems. Com-
plementary to graph transformation systems focusing on rule-based in-memory manipulation of graphs are
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graph databases geared towards transaction-safe, persistent storing and querying of graph-structured data.
In this paper, we focus on two important topics in graph-structured data analysis: graph comparison and
graph matching, for all of which we propose effective algorithms by making use of kernel functions and the
corresponding reproducing kernel Hilbert spaces [8, 10]. Graph kernels, which are positive definite functions
on graphs, are powerful similarity measures, in the sense that they make various kernel-based learning al-
gorithms, for example, clustering, classification, and regression, applicable to structured data. Our graph
kernels are obtained by two-step embeddings. In the first step, we represent the graph nodes with numerical
vectors in Euclidean spaces. In the second step, we represent the whole graph with an element in reproduc-
ing kernel Hilbert spaces. The experimental results show that our graph kernels significantly outperform
state-of-the-art approaches in both accuracy and computational efficiency.

2 Reproducing Kernel Hilbert Spaces

A reproducing kernel Hilbert space is a Hilbert space H of functions on a prescribed set, say X with the
property that point-evaluation for functions f ∈ H is continuous with respect to the H-norm. They are
called kernel spaces, because, for every x ∈ X, the point-evaluation for functions f ∈ H, f(x) must then be
given as a H-inner product of f and a vector kx, in H; called the kernel [5, 4].

Definition 2.1. [3] Let X be a set, and F(X) denotes the set of all finite subset of X. A function
k : X ×X −→ C is said to be positive definite, if∑∑

(x,y)∈F×F
cxcyk(x, y) ≥ 0,

holds for all coefficients {cx}x∈F ⊂ C, and all F ∈ F(X).

Definition 2.2. Fix a countable infinite set X,

(1) For all x ∈ X, set kx := k(·, x) : X → C as a function on X.

(2) Let H := H(k) be the Hilbert-Completion of the span{kx : x ∈ X}, with respect to the inner product

⟨
∑

x∈F
cxkx,

∑
y∈F

dyky⟩H :=
∑∑

(x,y)∈F×F
cxdyk(x, y), F ∈ F(X),

modulo the subspace of functions of zero H-norm, i.e,∑∑
(x,y)∈F×F

k(x, y)cxcy = 0.

H is then a reproducing kernel Hilbert space, with the reproducing property:

⟨kx, f⟩H = f(x) ∀x ∈ X, ∀f ∈ H.

Theorem 2.3. H is a reproducing kernel Hilbert space (i.e., its evaluation operator δx are bounded linear
operators), if and only if H has a reproducing kernel.

Proof. We show that, if H has a reproducing kernel then δx is a bounded linear operators,

|δx[f ]| = |f(x)| = |⟨f, k(., x)⟩H | ≤ ∥k(., x)∥H∥f∥H

= ⟨k(., x), k(., x)⟩
1
2
H∥f∥H = k

1
2 (x, x)∥f∥H ,
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where Cauchy- Schwarz used in 3rd line. Consequently δx : F → R bounded with λx = k
1
2 (x, x).

Now, we show that, if δx be a bounded linear operators, then H has a reproducing kernel. Suppose δx be a
bounded linear operators, then by Riesz representation exists fδx ∈ H such that

δx(f) = ⟨f, fδx⟩H , ∀ f ∈ H.

Define k(., x) = fδx(.), ∀x ∈ X. By definition of k(., x) and fδx , we have k(., x) = fδx(.) ∈ H and
⟨f(.), k(., x)⟩H = δx(f) = f(x). Therefore, k is the reproducing kernel.

Theorem 2.4. k is a positive definite kernel on the set X if and only if there exists a Hilbert space H and
a mapping ϕ : X → H, such that, for any x, x

′ in X:

k(x, x
′
) = ⟨ϕ(x), ϕ(x′

)⟩H .

Proof. See proof in [2].

Remark 2.5. Let dk(x1, x2) = ∥ϕ(x1)− ϕ(x2)∥H , then

d2k(x1, x2) = ∥ϕ(x1)− ϕ(x2)∥2H
= ⟨ϕ(x1)− ϕ(x2), ϕ(x1)− ϕ(x2)⟩H
= ⟨ϕ(x1), ϕ(x1)⟩H + ⟨ϕ(x2), ϕ(x2)⟩H − 2⟨ϕ(x1), ϕ(x2)⟩H
= k(x1, x1) + k(x2, x2)− 2k(x1, x2).

Remark 2.6. −d2k is conditionally positive definite, when for all t > 0, exp(−td2k(x, x
′
)) is positive definite.

Notations:

• A directed graph is a pair G = (V,E) with V finite vertices and E ⊂ V × V (edges).

• A graph is labeled if a label from a set of labels A is assigned to each vertex and/or edge.

• Two graphs G1 = (V1, E1) and G2 = (V2, E2) are isomorphic (denoted G1
∼= G2) if there exists a

bijection between V1 and V2 that preserves edges and labels.

Definition 2.7. We note G the quotient set of the set of all labelled graphs with respect to isomorphism.
A graph kernel is a positive definite kernel over G.
A graph kernel is complete if it separates non-isomorphic graphs,i.e.,

∀G1, G2 ∈ G, dk(G1, G2) = 0 ⇒ G1
∼= G2,

where d2k(G1, G2) = k(G1, G1) + k(G2, G2)− 2k(G1, G2). Equivalently, ϕ(G1) ̸= ϕ(G2) if G1 and G2 are not
isomorphic.

Given a graph G = (V,E) the graph distance dG(x, x
′
) between any two vertices is the length of the shorts

path between x and x
′ .

We say that the graph G = (V,E) can be embedded in a Hilbert space if −dG is conditionally positive
definite, which implies in particular that exp(−tdG(x, x

′
)) is positive definite for all t > 0.
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Figure 1: Graph of Example 2.8

Example 2.8. Following graph is not conditionally positive definite graph distance.
According to the Figure 1 we have

dG =


0 1 1 1 2
1 0 2 2 1
1 2 0 2 1
1 2 2 0 1
2 1 1 1 0

 ,

λmin

(
exp(−0.2dG(i, j)

)
= −0.028 < 0.

The adjacency matrix of graph G = (V,E) is a square A whose rows and columns are indexed by V

with (x, y)-entry 1 if {x, y} ∈ E and 0 otherwise. The degree matrix D of G is a diagonal matrix with
(x, x)-entry equal to its degree. The Laplacian matrix L of G is defined to be L = D − A. The set
H = {f ∈ Rn :

∑n
i=1 fi = 0} endowed with norm

∥f∥ =
∑
i∼j

(f(xi)− f(xj))
2,

is a reproducing kernel Hilbert space with reproducing kernel L∗, where L∗ is a pseudo-inverse of the graph
Laplacian. For example, in the following graph, we have

Figure 2:

A =


0 0 1 0 0
0 0 1 0 0
1 1 0 1 0
0 0 1 0 1
0 0 0 1 0

 , D =


1 0 0 0 0
0 1 0 0 0
0 0 3 0 0
0 0 0 2 0
0 0 0 0 1

 ,

L = A−D =


1 0 −1 0 0
0 1 −1 0 0
−1 −1 3 −1 0
0 0 −1 2 −1
0 0 0 −1 1

 , L∗ =


0.88 −0.12 0.08 −0.32 −0.52
−0.12 0.88 0.08 −0.32 −0.52
0.08 0.08 0.028 −0.12 −0.32
−0.32 −0.32 −0.12 0.48 0.28
−0.52 −0.52 −0.32 0.28 1.08

 .
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3 Reproducing kernel in weigh graphs

In this section, we study reproducing kernel in infinite graphs. Let V be a infinite set. A graph over V or a
infinite graph is Gw,e consisting of a function w : V × V → [0,∞) satisfying

• w(x, y) = w(y, x), for all x, y ∈ V ,

• w(x, x) = 0, for all x ∈ V ,

•
∑

y∈V w(x, y) < ∞, for all x ∈ V ,

and a function e : V → [0,∞). If e(x) = 0 for all x ∈ V , then we speak of Gw as a graph over V . The
elements of V are called the vertices of the graph. The map w is called an edge weigh. More specifically,
a pair (x, y) with w(x, y) > 0 is called and edge with w(x, y) connecting x to y. The vertices x and y are
called neighbors if they from an edge. In this case, we write x ∼ y. The map e is called the killing term.

Example 3.1. If w take value in {0, 1} and e(x) = 0 for all x ∈ V , then we speak of a graph Gw with
standard weights. In this case, the set of edge E is given by

E = {(x, y) ∈ V × V | w(x, y) = 1}.

An important geometric quantity that comes with graph Gw,e over V is the vertex degree.
Let Gw,e be a graph over a infinite set V , The degree is the function deg : V → [0,∞) given by

deg(x) =
∑
y∈V

w(x, y) + e(x).

Let C(V ) be the set of all real-valued functions on V and Cc(V ) be the subset of all real-valued functions
of finite support. To a graph Gw,e over V we associate the quadratic form

∆ := ∆w,e : C(V ) → [0,∞)

which acts by
∆(f) =

1

2

∑
x,y∈V

w(x, y)
(
f(x)− f(y)

)2
+

∑
x∈V

f2(x)e(x).

We will be interested in the space of all functions of finite energy, which is defined as

D := {f ∈ C(V ) | ∆(f) < ∞ and f(0G) = 0}.

Obviously the equality
∆(δx) = deg(x),

holds. Therefore, assumption
∑

y∈V w(x, y) < ∞ implies that Cc(V ) is contained in D. Now. we extend
∆ : D ×D → R to a bilinear map

∆(f, g) = ε(f, g) +
∑
x∈V

f(x)g(x)e(x),

where ε(f, g) = 1
2

∑
x,y∈V w(x, y)

(
f(x)−f(y)

)(
g(x)−g(y)

)
. Note that the above sum is absolutely convergent

by the definition of D.
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Theorem 3.2. For any x in V , there exists a unique function kx in D such that ⟨f, kx⟩D = f(x) for any f

in D, that is, D is a reproducing kernel Hilbert space.

Proof. We fix an arbitrary vertex x. Then there exists a finite path P = {x0, x1, · · · , xn} from x0 = 0G to
xn = x in G by assumption that G is connected. Then we have that

|f(x)| ≤
n−1∑
j=0

|f(xj)− f(xj+1)|+
n∑

j=0

|f(xj)|

≤
( n−1∑

j=0

1

w(xj , xj+1)

) 1
2
( n−1∑

j=0

w(xj , xj+1)|f(xj)− f(xj+1)|2
) 1

2
+
( n−1∑

j=0

1

e(xj)

) 1
2
( n−1∑

j=0

e(xj)|f(xj)|2
) 1

2

≤ c∥f∥D

by the Cauchy-Schwarz inequality. Hence evaluation at x is bounded on D. By the Riesz representation
theorem, we have the conclusion.

Let Gw1,e1 and Gw2,e2 be graphs. A map ϕ from V1 = V (Gw1,e1) into V2 = V (Gw2,e2) is called a
homomorphism of Gw1,e1 into Gw2,e2 if w1(x1, y1) ≤ w2(ϕ(x1), ϕ(y1)) and e1(x) ≤ e2(ϕ(x)) for any x1, x2, x ∈
V1. Furthermore, Gw1,e1 and Gw2,e2 are said to be isomorphic if there exists a bijective map ϕ between V1

and V2 with preserves adjacency, that is, both ϕ and ϕ−1 are homomorphisms.
Let D1 and D2 denote the reproducing kernel Hilbert spaces consisting of real-valued functions on V1 and V2

with norms ∥.∥1 and ∥.∥2 respectively, and ϕ be a homomorphism from graph G1 into G2. For each function
f ∈ H2, Sϕf = f ◦ ϕ defines a linear operator Sϕ from H2 into H1.

Theorem 3.3. Let Sϕ : D2 → D1, Sϕf = f ◦ ϕ, set Mϕ = maxx2∈V2 |ϕ−1(x2)|, then

∥Sϕf∥D1 ≤ Mϕ∥f∥D2 .

Proof. For any f ∈ D2, we have

ε1(f ◦ ϕ, f ◦ ϕ) = 1

2

∑
x1,y1∈V1

w(x1, y1)|f ◦ ϕ(x1)− f ◦ ϕ(y1)|2

≤ 1

2

∑
x1,y1∈V1

w
(
ϕ(x1), ϕ(y1)

)
|f ◦ ϕ(x1)− f ◦ ϕ(y1)|2

=
1

2

∑
x2,y2∈ϕ(V1)

w(x2, y2)|f(x2)− f(y2)|2|ϕ−1(x2)||ϕ−1(y2)|

≤
M2

ϕ

2

∑
x2,y2∈V2

w(x2, y2)|f(x2)− f(y2)|2

=
M2

ϕ

2
ε2(f, f),

and ∑
x1∈V1

|f ◦ ϕ(x1)|2e(x1) ≤
∑
x1∈V1

|f ◦ ϕ(x1)|2e
(
ϕ(x1)

)
=

∑
x2∈ϕ(V1)

|f(x2)|2|ϕ−1(x2)|e(x2)

= Mϕ

∑
x2∈V2

|f(x2)|2e(x2).

These inequalities conclude that ∥Sϕf∥D1 ≤ Mϕ∥f∥D2 .
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